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Adaptive-Rate Turbo Product Coding for Frequency-Hop Transmission and 
Time-Varying Partial-Band Interference 

Michael B. Pursley and Jason S. Skinner 
Clemson University 

Clemson, SC 

ABSTRACT 

A protocol is described and evaluated for adapting the rate 
of a turbo code for frequency-hop packet transmissions over 
time-varying partial-band interference channels. The rate of the 
turbo code is adapted from packet to packet to optimize the 
throughput. In particular, the protocol is designed to use a 
high-rate code when there is little interference and a low-rate 
code when the interference occupies a significant fraction of the 
band, even though neither the transmitter nor the receiver know 
what fraction of the band contains interference. No external side 
information is provided to the receiver, and our scheme requires 
no additional redundancy (e.g., pilot symbols) in the data packet 
for the generation of side information. The information needed 
to adapt the code rate is derived from our adaptive decoding 
system, and the only feedback required from the receiver to the 
transmitter is provided by a few bits in each acknowledgment 
packet. Results on the performance of the protocol are given for 
turbo product codes. 

I. INTRODUCTION 

We consider frequency-hop packet transmission in which there 
are several symbols per hop and several hops per packet. Each 
packet is divided into multiple segments, and the segments 
are transmitted in different intervals of time known as dwell 
intervals. All symbols in a dwell interval are transmitted in 
the same frequency slot, but different dwell intervals may use 
different frequency slots, depending on the properties of the 
hopping pattern. A terminal that is sending a packet employs 
its frequency hopping pattern to determine which frequency slot 
is used for each dwell interval. The use of multiple frequency 
slots to transmit a packet provides frequency diversity that mit- 
igates partial-band interference and other frequency-dependent 
disturbances. SINCGARS [4] is an example of a frequency-hop 
radio system with the aforementioned features. 

It has been demonstrated recently that turbo codes provide effi- 
cient error control for frequency-hop communications over chan- 
nels with partial-band interference. Both parallel-concatenated 
turbo convolutional codes (e.g., [5] and [6]) and turbo product 
codes (e.g., [8] and [U]) have been shown to be superior to 

This research was supported by the U.S. Army Research Office under grant 
DAAD19-99-1-0289 and by the DoD MURI jroggm^imto Office_of Nfj^^^ 
Research grant N00014-00-1-0565. Jason Skinner also received support from an 
MIT Lincoln Laboratory Fellowship. 

Reed-Solomon codes and binary convolutional codes for use 
in frequency-hop systems. The turbo product codes considered 
in this paper are particularly attractive because of their low 
complexity and the availability of commercial chips to perform 
the encoding and decoding. In [8] and [9], we show that if a 
suitable decoding strategy is employed, the turbo product codes 
provide performance that is comparable to the performance of 
higher-complexity turbo convolutional codes. 

For the results in this paper, we employ a decoding strategy 
described in [9] to adaptively scale the soft decisions at the input 
to the decoder. The information needed to adapt the scale factor 
for a given dwell interval is derived from the demodulation of 
the received code symbols in the dwell interval. No external 
side information is provided, and our scheme does not require 
pilot symbols or any other special symbols in the data packet. 
Neither power measurements nor channel estimates are needed. 
The adaptation of the code rate depends only on the scale factors 
for the most recent packet reception, and the only feedback 
required from the receiver to the transmitter is supplied by a 
few bits in each acknowledgment packet 

Binary orthogonal signals are employed with soft-decision 
noncoherent demodulation. Our channel model is that same as 
the model employed in several previous investigations, including 
[3], [6], [8], and [11]. The primary disturbance is partial-band 
interference, which is modeled as band-limited white Gaussian 
noise that is present in a fraction p of the frequency slots. The 
one-sided power spectral density for the band-limited noise is 
p~^Ni in the frequency slots that have interference, and it is 
zero in the remaining fraction 1 — p of the slots. The total power 
in the interference is proportional to Nj but it is independent of 
p. The partial-band noise model is convenient for use in analysis 
and simulation, and it represents a good approximation for many 
frequency-hop systems with partial-band interference [10]. The 
receiver's thermal noise is modeled as full-band white Gaussian 
noise with one-sided power spectral density NQ. 

Since the number of code symbols per packet is fixed but the 
number of information bits per packet depends on the code that 
is used, our results are in terms of E,, the energy per symbol, 
rather than Eb, the energy per information bit. If the transmitter 
power is the same for each transmission, the energy per symbol 
is the same, but the energy per bit changes from one transmission 

—to-theTiexras-thexode-Taten:hangBsr'For"an"ijrthrprfofmance" 
results in this paper, the ratio of the energy per code symbol to 
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W,= 

Rg. 1.   Adaptive scaling 

the one-sided thermal noise density is Eg/No = 19 dB, which 
gives a bit-energy to noise-density ratio of approximately 20 dB 
for the highest-rate code. The value Eb/NQ = 20 dB is used for 
the numerical results in [6], [8], [9] and [11]. 

For our performance evaluations, the value of p, the fraction 
of the band that contains interference, is constant for the duration 
of a packet, but it may change from one packet transmission to 
the next. A finite-state Markov model is employed for the time- 
varying fractional bandwidth. We provide comparisons between 
the performance of adaptive-rate turbo product coding and fixed- 
rate turbo product coding for the same decoding strategy. 

II. THE DECODING METHOD 

The decoding system is illustrated in Fig. 1. The key feature is 
adaptive scaling of the demodulator's soft decisions from dwell 
interval to dwell interval. Our method for adaptive scaling can be 
used with any soft-decision decoder. The demodulator consists 
of a pair of noncoherent detectors (e.g., envelope detectors), one 
matched to each of the two binary orthogonal signals. The two 
binary signals and their corresponding detectors are indexed by 
the integer i (i=0,l). The statistic Zjj.fe, which is nonnegative, 
is the output of the ith detector when the input is the feth symbol 
of the jth dwell interval. The soft decision for the received 
symbol in the fcth symbol position of the jth dwell interval is 
based on the ratio of Zi,j-,fe to Za^j^k- The soft decisions can 
be applied directly to the decoder, but we have found that the 
decoder performance is improved greatly if the soft decisions are 
scaled according to the reliabilities of their corresponding dwell 
intervals. Several alternatives for scaling the soft decisions are 
described in [9]. 

For the decoding method employed in this paper, a quality 
measure Wj is derived from the demodulator outputs for the 
jth dwell interval, and the corresponding scale factor \j is 
determined from the value of W^. As a consequence, the scale 
factor is adjusted within the range 0 < Aj- < 1 to reflect the 
estimated quality of the symbols in the jth dwell interval. One 
extreme, Aj- = 0, corresponds to the erasure of all symbols in 
the jth dwell interval; the other extreme, Aj = 1, corresponds 
to passing the soft outputs for the jth dwell interval from the 
demodulator to the decoder without scaling. 

Eniin{Zo,j-,fc,.^i,j-,fc}' 
k 

(1) 

where the sums are over all symbol positions within the jth 
dwell interval. Notice that Wj > 1. If W^ is small (i.e., close 
to one), the reliability is low for the soft decisions in the jth 
dwell interval. A large value for W,- indicates the soft decisions 
in the jth dwell interval are highly reliable. All soft decisions for 
symbols in the jth dwell interval are multiplied by Aj- = 9{Wj) 
for some nondecreasing function g. Thus, the soft decisions for 
a received packet are scaled adaptively as the packet is being 
received and demodulated. 

Several choices for the function g were evaluated, and a linear 
ramp proved to be one of the best in terms of performance and 
robustness to channel variations. The linear ramp is defined by 

g[w)=l   {■W-WO)/{WI-WQ),       iuo<ti;<iui,        (2) 
l 1) M>U>i. 

Thus, the graph of g(w) is a linear ramp between WQ and lui. The 
parameters WQ and wi are referred to as the scaling parameters 
for the adaptive decoder. Each code in the adaptive coding system 
may use different scaling parameters. 

III. THE ADAPTATIVE-TRANSMISSION PROTOCOL 

In our adaptive-transmission system, a number of codes of 
different rates are available for use in sending packets from one 
terminal, the source, to another terminal, the destination. The 
goal of the adaptive-transmission protocol is specified in terms 
of the throughput for the communication link from the source to 
the destination. The throughput is the ratio of the total number 
of information bits in packets that are decoded correctly at the 
destination to the total number of packet transmissions that are 
made by the source. For an information bit to be counted as a 
contribution to the numerator of the throughput expression, all 
information bits in the entire packet must be decoded correctly 
at the destination. However, each attempt to send a packet from 
the source to the destination is included in the denominator of 
the expression for the throughput, whether the packet is decoded 
correctly or not. 

The adaptive-transmission protocol attempts to maximize the 
throughput for transmissions from the source to the destination, 
but the maximum achievable throughput depends on the channel 
conditions. For each packet transmission, the source desires to 
use the code of highest rate among the codes that provide the 
required protection against the partial-band interference that is 
present in the channel, but the characteristics of the partial-band 
interference are not known to the source. If the code rate is 
higher than required by the level of partial-band interference, 
many packets fail to decode correctly If the code rate is lower 
than required by the level of partial-band interference, nearly 
all packets are decoded correctly, but they contain too few 
information bits. In either situation, the resulting throughput is 
low. 



The adaptive-transmission protocol adjusts the code rate for 
the next transmission according to the decoding results for the 
packet that was received most recently. If the most recent packet 
was not decoded correctly, the destination notifies the source to 
switch to a lower-rate code, if possible (i.e., if the lowest-rate 
code was not used for the most recent packet). A high-rate CRC 
code is applied to each packet (such codes are common in packet 
transmission systems), and the decoding of the CRC code is used 
to verify the correctness of the received packets. If a packet is 
received correctly, the decoding system produces a statistic /? 
that is used to select the code rate for the next transmission. 
For the determination of /3, the destination counts the number of 
dwell intervals for which A^ 7^ 1, and it divides this by the total 
number dwell intervals per packet. That is, if Ij is defined by 
Ij = 1 for Xj ^ 1 and Ij = 0 for Xj = 1, then 

3500 
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where N is the number of dwell intervals per packet. Notice that 
Ij = 1 implies that the soft decisions in the jth dwell interval 
have low reliability, so /? is the fraction of the dwell intervals 
that have low reliability. 

For the performance results on adaptive transmission given in 
Section V, there are at most three codes. For adaptive transmis- 
sion with three codes, two adaptation parameters, jSi and j02. are 
used in the selection of the code rate for the next transmission. If 
jS < /3i, the destination requests the source to use the high-rate 
code for the next transmission. If/3 > ;S2. the destination requests 
the source to use the low-rate code. Otherwise, the destination 
requests the source to use the intermediate-rate code. If there are 
only two codes, there is a single adaptation parameter, which is 
denoted by /3o. If ;8 < /3o, the destination requests the source 
to use the high-rate code for the next transmission; otherwise, 
it requests that the low-rate code be used. The selections of the 
values for ^o, Pi< and ;02 are based simulations of the turbo 
product codes over a range of values for Ea/Nj. 

IV. THROUGHPUT FOR INDIVIDUAL CODES 

The collection of codes that is used by the adaptive-rate coding 
system is referred to as tiie code set. In this section, four turbo 
product codes are evaluated for possible inclusion in the code 
set. For each of the four codes, we determine the throughput as 
a function of p for two values of Es/Nj. The block length is 
4096 for each code. The rates of the four codes are 0.793, 0.495, 
0.325, and 0.279, corresponding to code words with 3249,2028, 
1331, and 1144 information bits, respectively. For our numerical 
results, there is one code word per packet, the number of dwell 
intervals per packet is iV = 128, and there are 32 binary code 
symbols in each dwell interval. 

The turbo product code of rate 0.793 is a two-dimensional 
code whose constituent codes are (64,57) extended Hamming 
codes. The code of rate 0.495 is a three-dimensional code derived 
from two (32,26) extended Hamming codes and a (4,3) parity- 
check code. The code of rate 0.325 is a three-dimensional code 
whose constituent codes are (16,11) extended Hamming codes, 

-1 1 1 r 
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Fig. 2.   Throughput for EJNi = -6.0 dB 
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Fig. 3.   Throughput for Es/Ni = 3.0 dB 

and the constituent codes for the code of rate 0.279 are the 
(32,26), (16,11), and (8,4) extended Hamming codes. 

The results shown in Figures 2 and 3 are for Eg/Ni = 
-6.0 dB and Eg/Nj = 3.0 dB, respectively. Note that a small 
value of Es/Ni corresponds to strong partial-band interference. 
For the results illustrated in these two figures, no attempt was 
made to optimize the scaling parameters. The scaling parameters 
for all four codes are iwo = 2 and wi = 5. For each graph, we 
see that the highest-rate code gives the greatest throughput if p 
is small, but the lowest-rate code gives the greatest throughput 
if p is large. The range of p over which the lowest-rate code 
is optimum and the amount of additional throughput it provides 
(compared to the code of rate 0.325) are so small that there is 
not much to be gained by including it in the code set. However, 
among the other three codes, the results in Figures 2 and 3 show 
that each has a very large performance advantage over the other 
two for one interval of values of p. 

We also investigated the optimum pair of scaling parameters 
for each code. We found that the optimum scaling parameters 
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depend on the value of Es/Nj. For E,/Nj = -6.0 dB, we see 
from Figure 4 that the increase in throughput is not significant for 
most values ofp; however, the increase is large for a few intervals 
(e.g., the interval around p = 0.1 for the high-rate code). Notice 
that the scaling parameters listed in Figure 4 are larger than the 
values Wo = 2 and wi = 5 used for Figures 2 and 3. Larger 
scaling parameters give a smaller set of scale factors Xj for the 
same set of quality measures Wj. Thus, for example, an adaptive 
decoder with a large value of WQ erases more dwell intervals than 
an adaptive decoder with a small value of WQ. 

From Figure 5, we see that the differences between the 
optimum scaling parameters and the values luo = 2 and li^i = 5 
are smaller for EJNi = 3.0 dB than for E^/Nj = -6.0 dB. 
In addition, the optimum parameter values for Ea/Nj = 3.0 dB 
are smaller than the optimum values for E,/Nj = -6.0 dB. 
One consequence is that the optimum parameters for E,/Ni = 
3.0 dB (relatively weak interference) result in fewer erasures than 
produced by the optimum parameters for E,/Nj = -6.0 dB (rel- 
atively strong interference), which is as expected. The optimum 
value for WQ for the high-rate code is IUQ = 2, the same as the 
value used for Figures 2 and 3. However, the optimum values 
of wi for the high-rate code are larger than wi = 5, and we 
see from Figures 4 and 5 that these larger values give improved 
throughput in the interval around p = 0.1. 

V. PERFORMANCE RESULTS FOR ADAPTIVE TRANSMISSION 

As discussed in the previous section, the code set could have 
as many as four turbo product codes of block length 4096, but 
the lowest-rate code would rarely be selected by a protocol that 
attempts to maximize the throughput. Therefore, the largest code 
set employed for the results in this section has three codes whose 
rates are 0.793, 0.495, and 0.325. For the results in Figures 7, 
10, 11, and 12, the scaling parameters are IUQ = 2 and Wi = 5, 
and the adaptation parameters are /3o = 0.11, /3i = 0 11 and 
P2 = 0.3. 

In order to generate time-varying interference in our simu- 

0 
 0.06 
 0.94 

Fig. 6.   Two-State Markov chain (po = 0, pi = 0.25) 

lations, we use finite-state Markov models in which each state 
corresponds to a different value ofp. In each Markov model, state 
0 has no interference, which is obtained by letting the value of p 
for state 0 be po = 0. Each of the other states corresponds to a 
positive value of p. The state is constant during the transmission 
of a packet, but the state may change from one transmission to 
the next. 

The first set of performance results is for the two-state Markov 
model illustrated in Figure 6. When the channel is in state 1, 
there is partial-band interference in a fraction pi = 0.25 of 
the frequency band. The state transition probabilities are 0.06 
and 0.94, as shown in Figure 6. The performance results for 
adaptive-rate coding for the two-state Markov model are shown 
in Figure 7. The throughput is shown as a function of E^/Ni 
for two code sets. One code set includes all three codes and the 
other has only the codes of rates 0.793 and 0.325. The inclusion 
of the code of rate 0.495 in the first set permits the adaptive-rate 
coding system to use this code when the channel is in state 1, 
whereas the adaptive-rate coding system that has only two codes 
is typically using the code of rate 0.325 when the channel is 
in state 1. This accounts for the improved throughput for the 
system with three codes when E,/Ni is less than approximately 
10 dB. An examination of Figures 2-5 shows that for p = 0.25, 
the code of rate 0.495 is superior to the code of rate 0.325, and 
the code of rate 0.793 is inferior to both of these codes. 

The second and third Markov models have four states, as 
illustrated in Figures 8 and 9. When each of these is in state 
i, 0 < i < 3, there is partial-band interference in a fraction pi 
of the band. The state transition probabilities for the four-state 



Markov model shown in Figure 8 are 0.03, 0.94, and 0.97, and 
the state transition probabilities for the Markov model shown in 
Figure 9 are 0.02 and 0.94. Performance results for adaptive- 
rate coding for each of the two four-state Markov models are 
illustrated in Figure 10 for po = 0, pi = 0.125, p2 = 0-25, and 
P3 = 0.5, and in Figure 11 for po = 0, pi = 0.1, p2 = 0.2, and 
p3 = 0.4. In each figure, the throughput is shown as a function 
of Es/Ni for a code set that consists of the turbo product codes 
of rates 0.793, 0.495, and 0.325. 

In Figures 10 and 11, there is very little difference in perfor- 
mance between the two Markov models over the entire range of 
values of E,/Ni. In Figure 10, as the value of Es/Nj decreases 
to -20 dB, the throughput decreases to approximately 1800 
bits per packet for both Markov models. In Figure 11, as the 
value of E3/N1 decreases to -20 dB, the throughput decreases 
to approximately 2100 bits per packet for each model. The 
smaller values for pi, pa. and ps used for Figure 11 permit more 
frequent use of higher-rate codes, which accounts for the higher 
throughput for strong partial-band interference (i.e., small values 
of Es/Ni) in Figure 11 compared to Figure 10. 

In Figure 12, we compare the throughput for our adaptive- 
rate coding technique with the throughput for fixed-rate coding. 
The results shown for fixed-rate coding are for the codes of 
rates 0.793 and 0.495. For each value of EJNi, the throughput 
achieved by either of the two lowest-rate codes is less than 
that for either of the two highest-rate codes, so the throughput 
curves are not shown for the codes of rates 0.325 and 0.279. The 
adaptive-rate coding system achieves much higher throughput for 
the entire range of value of EJNr shown in Figure 12 than 
can be obtained from fixed-rate coding using the code of rate 
0.495. For Es/Ni < 7 dB, the adaptive-rate coding system also 
achieves much larger throughput than is achievable with fixed- 
rate coding using the code of rate 0.793. For Es/Ni > 15 dB, the 
adaptive-rate system achieves the same throughput as the code 
of rate 0.793; however, for EJNj between 7 dB and 15 dB, the 
code of rate 0.793 has a higher throughput than the adaptive-rate 
coding system. This suggests that different adaptation parameters 
should be used if it is desired to maximize the throughput for 
Es/Ni in the range from 7 to 15 dB. 

We found that the adaptive coding system can achieve higher 
throughput for Eg/Ni in the range from 7 to 15 dB if the 
adaptation parameters are increased. We also adjusted the scaling 
parameters to increase the throughput for each code. Of course, 
the improvement in the scaling parameters increases the through- 
put for the adaptive coding system and for the individual fixed- 
rate codes. For the results in Figure 13, the pairs (iyo,iui) of 
scaling parameters are (2.0,9.0), (1.5,8.5), and (2.0,9.5), for 
the codes of rates 0.793, 0.495, and 0.325, respectively. The 
adaptation parameters are j3i = 0.5 and ^2 = 0-65. 

Comparison with the fixed-rate results shows that the through- 
put is now almost uniformly higher for adaptive-rate coding than 
for either fixed-rate code. The one exception is the interval from 
approximately 10 to 11 dB, where the throughput is slightly 
larger for the high-rate code. For E^/Ni greater than 11 dB, 
the throughput of the adaptive coding system is nearly equal 
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Fig. 8.   Four-state Markov chain 1 

to 3249 bits per transmission attempt, which is the maximum 
possible throughput for any coding system that has a maximum 
rate of 0.793. (Note that 3249 is the number of information bits 
per packet for a code of rate 0.793 and block length 4096.) 
This maximum is attained by the adaptive-rate coding system for 
Ea/Ni greater than 12 dB, and the adaptive system also achieves 
a 15% larger throughput than each of the fixed-rate codes for all 
values of EJNi less than 7 dB. 

VI. CONCLUSIONS 

The protocol for adaptive-rate coding that is described and 
evaluated in this paper is suitable for a wide range of codes 
and soft-decision decoders. In particular, the protocol can be 
used with binary convolutional coding or any form of turbo 
coding. Although our numerical results are for turbo product 
codes, neither the code structure nor the decoding algorithm play 
a role in the adaptation of the code rate. Our results demonstrate 

Fig. 9.   Four-state Markov chain 2 
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the feasibility of the adaptive-rate coding technique and the 
performance advantages of adaptive-rate coding over fixed-rate 
coding for channels with time-varying interference. In particular, 
the adaptive-rate coding system obtains the maximum possible 
throughput when channel conditions are good and it provides 
better throughput than fixed-rate coding when channel conditions 
are poor. 
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